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As urban migration and population density increase, cities experience exacerbated levels
of traffic congestion, energy consumption, and polluted air. These issues can be tackled
effectively with data driven solutions, allowing significant improvements for city efficiency,
sustainability, and habitability.

This paper focuses on one method of gathering data: sensors. Magnetic field sensors
can provide the data necessary for solutions that alleviate traffic and other major traffic
inefficiencies. Phase sensors can facilitate bulk integration of renewable energies into the
power grid. Finally, temperature profiling sensors can help detect wildfires at an early stage.
Exploring how cities can use sensor technology will probe relevant physics and engineering
topics within electronics, band theory, power grid energy flow, wave theory, and more.

I. IMPROVING CITIES WITH DATA

According to the UN, an estimated 4.1 billion peo-
ple live in cities in 2018, which is more than half of the
world’s current population. The number is rising very
quickly as people move to cities—between 2010 and 2016,
Minneapolis, Austin, Seattle and Denver grew by 8, 20,
16, and 15 percent respectively1. City populations are
increasing so fast that the UN predicts 6.6 billion people
will be living in cities by 20502.

As population and city migration increase, many of
the issues cities face, such as traffic congestion and pollu-
tion, will be severely exacerbated3. In the city of Boston,
each driver loses up to 7 days of their year stuck in peak
hour traffic, costing the city 4.1 billion dollars annually.
The situation in Boston is commonplace in US cities, and
even worse for some cities like New York and LA4. In-
tensifying city congestion contributes to worsening levels
of air pollution. It is ironic joggers who go for morning
runs subject themselves to city air conditions that have
been linked to respiratory illnesses, heart conditions, and
cancer5. In addition, increasing city populations are con-
tributing to the skyrocketing housing prices. The quan-
tity and magnitude of issues hindering cities today is
mind numbing, and will worsen as time progresses at
society’s business-as-usual.

Cities need to urgently pursue meaningful solutions to
address these time sensitive problems. Data gathering al-
lows us to detect and quantify issues, enabling many po-
tentially powerful solutions. For example, if traffic lights
could accurately detect vehicle congestion at an intersec-
tion, they could be programmed to dynamically switch
scheduling such that it optimizes traffic flow. This would
greatly reduce general congestion and the time sitting
idle in front of a red light6.

As shown in Fig. I, sensors form the foundational
layer for creating meaningful applications, and can im-
pact many domains such as agriculture, public security,
healthcare, transportation and much more. In order to
make the data gathered by sensors accessible, the sen-
sors need to communicate with a central database or with
each other. Once data is accessible, we can build appli-
cations targeting specific issues cities face today.

FIG. 1. Four layers of smart city7

II. SMART TRANSPORTATION

According to the United States Department of Trans-
portation, 10 percent of all traffic delay is due to ineffi-
cient traffic lights scheduled by timers. Similarly, 30 per-
cent of traffic is caused by people looking for parking8.
As will be explored, sensor based solutions can effectively
reduce these inefficiencies in parking, traffic light schedul-
ing, and much more.

Simply knowing where road-users are in real time can
enable powerful solutions for traffic flow management.
One method for detecting cars uses vehicles themselves as
the source of real-time data. Currently, modern vehicles
have a myriad of sensors, such as for coordinate location,
wheel speed, motor position, visual sensing and more.
By 2020, modern vehicles are expected to have over 200
sensors per vehicle— vehicles have increasingly rich local
awareness! Aggregated vehicular data can provide a rich
data set for vehicular detection.

This paper will focus on an alternative and more es-
tablished method for vehicle detection: wireless sensor
networks (WSNs). Vehicles can be detected through a
network of sensors in which nodes are located in traf-
fic light intersection and other relevant areas. Many
different kinds of sensors have been considered and re-
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FIG. 2. Earth’s magnetic field lines11.

searched for the purpose of vehicle detection, such as
cameras, inductive loops, piezoelectric sensors, and mo-
bile crowdsensing9. Magnetic field sensors— also known
as magnetometers— are among the most common sen-
sor for WSNs since they generally have a lower cost for
installation10.

Magnetic field sensors can determine the presence of
a metal object by measuring fluctuations in the mag-
netic field surrounding the sensor. As a result, we can
use Earth’s magnetic field to detect vehicle presence
and motion. In order to see how, recall that accord-
ing Maxwell’s equations, magnetic field lines always form
closed loops. Consequently, Earth’s magnetic field lines
are non-uniform, as shown in Fig. 2. However, at suf-
ficiently small scales, Earth’s magnetic field will appear
uniform, as shown in Fig. 3. Due to Earth’s locally
uniform magnetic field, the ferromagnetic components of
vehicles (i.e. wheels, engine, etc.) will become magne-
tized in the direction of Earth’s magnetic field. Vehi-
cles will produce non-uniform magnetic fields that will
interfere with Earth’s uniform magnetic field, as shown
in Fig. 4. Therefore, vehicles will produce unique in-
terference patterns depending on parameters such as size
and shape. The interference can then be quantified using
magnetometers.

There are a lot of different phenomenon allowing us
to detect magnetic field fluctuations, including the Hall
Effect, magneto-impedance, quantum interference— the
list goes on. For vehicle detection, sensors that make
use of Lorentz Forces and anisotropic magnetoresistance
(AMR) are particularly practical13.

A. Lorentz Force Magnetometer

This section explores the physics of Lorentz Force Mag-
netometers in the context of using them to improve trans-
portation efficiency in cities. The goal is to explore how
the output voltage of the Lorentz Force Magnetometer is
related to fluctuations in a magnetic field.

FIG. 3. Approximately what Earth’s magnetic field looks like
at sufficiently small scales.

FIG. 4. A vehicle distorting Earth’s uniform magnetic field
due to ferromagnetic material in the vehicle. The variations
in the magnetic field can be detected using a magnetic field
sensor12.

Lorentz Force sensors are micro-electromechanical sys-
tems (MEMS), which are systems that have several elec-
tronic and mechanical components that are in the mi-
crometer scale. Fig. 5 shows a 3d image of what the de-
vice looks like. It is composed of three main components–
1) a large silicon substrate, which holds together the de-
vice; 2) a perforated plate that is attached to the sub-
strate by a narrow support beam; 3) an aluminum trace
outlining the perimeter of the perforated plate, which will
carry current.

From electrodynamics, we know that current-carrying
wire will experience Lorentz Forces when subject to a

magnetic field. When subject to a magnetic field ~B, a
particle with charge q and velocity ~v will experience a
Lorentz Force:

~F = q~v × ~B (1)

By applying definitions for current, we can derive an
expression that describes the Lorentz Force on a current-
carrying wire:

~F = ~IL× ~B (2)
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FIG. 5. A 3D schematic view of the magnetic field sensor14.

where ~F is the Lorentz force acting on the wire; ~I is the

current in the wire; ~B is the magnetic field through the
wire.

The perforated plate will experience Lorentz Forces as
shown in Fig. 6. The right hand rule reveals that only a
magnetic field pointing in the x direction of our coordi-
nate system will induce motion. Since the slab’s motion
is only observed for magnetic fields parallel to the x axis,
we find that the Lorentz Force becomes:

FL = IeLyBx (3)

where Ie is the excitation current driven through the alu-
minum loop, and Ly is the width of the silicon plate.

If the current Ie is sinusoidal, then the magnitude of
the Lorentz Force can be written as

FL = Imax sin(wt)LyBx (4)

where the oscillating current has a max value of Imax
and has angular frequency w; t is time. Eq. 4 indicates
that the Lorentz force will oscillate corresponding to the
undulations of the current in the wire. As a result, the
silicon plate will oscillate like a “seesaw.” In other words,
the plate will bend along the central axis where the per-
forated plate connects to the large silicon substrate, and
the extent at which the plate bends will be a function of
the magnitude of the field in the x direction.

The sensor can quantify the extent of plate bending
using a piezoresistor— a material whose electrical con-
ductivity varies as a function of strain. Recall that strain
is the deformation of an object, which we can quantify as
the fractional change in length ∆L

L of the material sub-
ject to a force. Stress is force per unit area acting on
the material. The strain on the device can be visualized
in Fig. 7, which shows a cross section in the X-Y plane

FIG. 6. Schematic view of the operation principle of a MEMS-
based Lorentz force magnetometer13

FIG. 7. Cross section of perforated plate in the X-Y plane.
Segment OG and ST are the same length when the plate is
not bending. As shown, however, OG and ST will not be the
same length when the plate is bent by an external force.

of the bent perforated plate. The diagram provides an
intuition for how the perforated plate will be strained.

Piezoresistivity arises from the fact that the energy
bandwidth for a particular electron state is generally a
function of inter-atomic spacing of a crystal structure,
as shown in Fig. 8. Note that generally the closer the
atoms are to each other, the greater the energy band-
width will be. We can then show that the inter-atomic
spacing of a material will affect the effective mass of con-
duction electrons, thereby affecting their mobility, which
in turn affects the conductivity of the material. To exam-
ine how stressing a material can change a piezoresistor’s
resistance, recall that within a conduction band, elec-
trons can be modeled as free particles with an effective

mass, m∗. The minimum electron energy, E(|~k|), in the
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FIG. 8. Schematic plot of electron energy versus interatomic
separation for an aggregate of 12 atoms. The 1s and 2s states
split to form an electron band consisting of 12 states15.

FIG. 9. Graph that conceptually depicts how changes to the
bandwidth of an energy band corresponds to changes in the
effective mass of an electron. Y axis is energy and X axis is
magnitude of electron’s wave vector.

conduction band can consequently be modeled as:

E(|~k|) = E0 +
~2|~k|2

2m∗ (5)

where ~k is the wave vector of the electron, and E0 is the
lowest energy in the conduction band.

When a piezoresistor is strained, the inter-atomic spac-
ing in the material will change, affecting the energy band-
width as shown in Fig. 8. According to Eq. 5, the effec-
tive mass of the electrons must change in order to satisfy
the changes in the bandwidth. Fig. 9 shows how differ-
ent energy bandwidths correspond to particular values
of the effective mass (m1, m2, m3) if we set: E0 = 1; ~
= 1. In summary, when stress induces a change in the
inter-atomic spacing of a material, we expect the effective
mass of electrons in the conduction band to change.

Next we can show that changes in effective mass of
electrons in the conduction band will affect a material’s
conductivity. Recall that the conductivity, σ, of most
materials can be approximated as:

σ = n|e|µe (6)

where n is the number of free electrons in the conduc-
tion band, µe is their mobility, and e is the charge of an

FIG. 10. Classical representation of the motion of a charged
particle that collides with other particles (not shown in im-
age). Left image is when electric field is not present. Right im-
age is when electric field is present. In the right image, there
is a net motion to the left, characterized by a drift velocity16.

electron. Recall that mobility describes the net motion
of electrons across a material and is defined as the drift
velocity per unit electric field. Fig. 10 shows the net
motion of a charged particle when the particle is subject
to an electric field. The image provides an intuition for
how conduction electrons are moving in the piezoresistor.
From Newton’s Second Law, we intuitively expect that
charged particles with greater mass will have a greater
inertial resistance to forces. Consequently, we can ex-
pect the mobility of a charged particle to be inversely
proportional to the mass of the object16.

In summary, when the piezoresistor is stressed, the
inter-atomic spacing of a material will change, conse-
quently affecting the effective mass of electrons within
the conduction band. As a result, we expect the mobil-
ity of electrons to change, affecting the resistance of the
piezoresistor. Therefore, a Lorentz Force Magnetometer
can use the changes in the piezoresistor’s resistance to
quantify the stress on the device due to an external mag-
netic field. The device’s piezoresistors are located on the
support beams, which will bend due to the Lorentz Forces
and therefore experience a strain. The piezoresistors are
integrated in the device’s circuit such that changes in the
piezoresistor’s resistance will be directly reflected in the
output voltage.

We can show that the change in resistance in the
piezoresistor will be linearly related to the magnetic field
if we can argue that the strain the device experiences is
very small. If strain is sufficiently small, we can first ar-
gue that 1) the piezoresistors resistance is linearly related
to strain and 2) the device will exhibit linear elasticity
(stress and strain are linearly related). A strain of 0.2
percent is generally accepted to be sufficiently below the
limit at which linearity breaks down17. Although the ac-
cepted point of 0.2 percent is arbitrary, we can use it
to determine whether we should be worried about non-
linearity between stress and strain. If we initially assume
linear elasticity, we can use Hooke’s law to obtain an ap-
proximation for the order of magnitude for strain:

εx =
σx
E

(7)

where σx is the stress in the x direction. Recall that
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FIG. 11. Stress-Strain curve. εmax is the max strain possibly
induced by the Lorentz Force. This graph is for conceptual
understanding, so units are omitted.

stress is defined as the magnitude of the offending force
per unit of cross sectional area of the stressed object.

In our case, the Lorentz Force described by Eq. 3
will induce the stress on the device, so if we apply the
definition for stress we find:

σx =
IeLyBx
A

(8)

where A is the cross sectional area of the support beam.
Combining equation 7 and 8 further yields:

εx =
IeLyBx
AE

(9)

We can examine the magnitude of the variables in Eq.
9 to approximate order of magnitude of strain. The di-
mensions of the support beams will be in the order of
micrometers, so the cross sectional area will be in the
order of square micrometers. Additionally, the excita-
tion current Ie will be in the range between 10-30mA,
Ly is 300 µm, and Bx will be in the order of micro Tesla
since the earth’s magnetic field at the surface is on aver-
age 50 µT18. The support beam is primarily composed
of silicon, which has an elastic modulus E between 130
GPa and 188 GPa19. These values yield a strain whose
magnitude is in the order of ≈ 10−12. Therefore, strain
will be much less than the yielding point of 0.2 percent
(i.e. εx << .002). Therefore linearity between strain and
stress is a valid assumption— our device exists in the low
strain regime, as depicted in Fig. 11 and as described by
Eq. 7.

In addition, for sufficiently small deformations (εx <<
.002), the piezoresistor’s resistance and the induced
strain will be linearly related, as shown in Fig. 1214.

FIG. 12. Piezoresistance over strain for small deformations.
This graph is for conceptual understanding, so units are omit-
ted.

Therefore, we will observe the change in electrical resis-
tance, ∆R, and strain in the x direction, εx, to be related
as:

∆R ∝ εx (10)

The next step in order to draw a relationship between
output voltage and magnetic field is to relate stress to
the magnetic field. Since stress is force per unit area
on a body, we know that stress on piezoresistor will be
proportional to the Lorentz Force. Combining Eqs. 4,7,
and 10, we find:

∆R ∝ BxImax sin(ωt) (11)

The final step is to outline a relationship between elec-
trical resistance of the piezoresistor and the output volt-
age. The piezoresistor is connected to a Wheatstone
bridge, as shown in Fig. 13. The initial resistance Ri
varies by a certain amount, ∆R, due to the piezore-
sistor. If Vin is the voltage applied to the Wheatstone
bridge, the changing resistance due to the Lorentz Force
on the piezoresistors will change the output voltage of
the Wheatstone bridge.

We can calculate the output voltage as a function of
the change in resistance ∆R by treating the terminals b
and a from Fig. 13 as individual voltage dividers, which
results in the the following:

Vout
Vin

=
Va − Vb
Vin

=
R4

R3 +R4
− R2 −∆R

R1 +R2
(12)

If we simplify the above relationship by making the
resistors equal to each other, we find

Vout =
∆R

2Ri
Vin (13)



6

FIG. 13. Schematic view of the (a) piezoresistor and their
electrical connections in the (b) Wheatstone bridge14.

where Ri is the initial resistance. If we combine the re-
lationship 11 and Eq. 13, we find:

Vout ∝ BxImax sin(ωt)Vin (14)

Thus the output voltage and magnetic field in the x di-
rection are linearly related.

In summary, the device is excited with a sinusoidal cur-
rent through the aluminum trace on the perforated plate.
Therefore, an external magnetic field in the x direction
will produce Lorentz Forces that will cause the plate to
bend. As the piezoresistor on the plate bends, the resis-
tance in the device’s circuit will change. After applying
simplifying and valid assumptions, such as Hooke’s law,
the output voltage is found to be linearly related to the
magnetic field.

The sensor thus described can detect magnetic fields in
a single dimension. One could imagine measuring other
components of the magnetic field with alternative orien-
tations of the device.

B. Vehicle detection using Magnetometers

Magnetometers can be designed to measure all three
vector components of a magnetic field. For example, a
system that contains multiple Lorentz Force Sensors at
different spatial orientations could measure all desired
components. Fig. 14 shows sample data of a three axis
magnetometer, when a van passes over a sensor installed
in a traffic lane. Three of the graphs represent how
Earth’s magnetic field varies with respect to a partic-
ular axis. Vehicles can create characteristic curves that

FIG. 14. Earth’s field variations for a van driving over mag-
netometer. Vehicle is traveling south12.

encode information about direction, vehicle speed, pres-
ence and vehicle type. Therefore, the encoded informa-
tion can be extracted using modern computational and
pattern recognition techniques12.

To gain an intuition for these graphs, we can model
magnetized vehicles as a simple dipole existing in a uni-
form magnetic field. At sufficiently small scales, the re-
sulting vector field would resemble the one shown in Fig.
15. The dipole is located at the origin of the Cartesian co-
ordinate system and our theoretical magnetometer is lo-
cated at some value of Z below the origin. In this model,
a magnetometer traveling West from the vehicle’s per-
spective will measure the Z component of the magnetic
field to initially decrease from the nominal value corre-
sponding to Earth’s magnetic field, then increase back
to the nominal value, then decrease, and then finally in-
crease once more. The experimental data shown in Fig.



7

FIG. 15. Magnetic vector field that represents a magnetized
vehicle in Earth’s uniform field. The magnetic dipole that
represents the car is at the origin. The field has a viewpoint
that emphasizes the Z-X plane. The dipole’s North is oriented
in positive z.

14 (Z-axis) agrees that the measured magnetic field will
initially decrease and then eventually increase— the end
behavior is in agreement. However, it is difficult to ex-
plain the rest of the exhibited features using our simple
dipole model. This affirms that vehicles are more com-
plex than a simple dipole system, and consequently will
exhibit more unusual measurement characteristics.

For smart parking services, one of the most useful ap-
plications of magnetometers is simply detecting vehicle
presence above a parking spot. When a vehicle is directly
above a sensor, the magnetometer will detect the greatest
variation in the magnitude of Earth’s magnetic field. As
shown in Fig. 16, the sensor detects a significant change
in earth’s magnetic field when a vehicle is very close to
the sensor (1ft), as opposed to when it is 5, 10 or 21 feet.
This means that for a stationary parked car, there will
generally be the greatest deviation of Earth’s magnetic
field when the car is directly above the sensor.

A wireless network of these sensors would provide high
resolution measurements. A network of magnetic field
sensors could estimate queue lengths, categorize types of
vehicles, estimate traffic flow (vehicles/time), determine
parking space availability, and more20, which is valuable
information that can be exploited for many applications.

III. SENSOR INTEGRATION IN SMART GRID

The Smart Grid is the next evolution of the traditional
power grid, and is a crucial component in smart cities3.
The smart grid contains sensors that collect information
on different aspects of the power grid to improve man-
agement and operational efficiency, and in this process
achieves new standards in security and sustainability.
Sensor information on production, transmission, and dis-
tribution of energy will enable new applications and ser-
vices that can further improve operations and client ex-
perience. Smart Grids are anticipated to provide benefits

FIG. 16. Magnitude of magnetic field variations for a car
traveling forward and reverse at distances 1, 5, and 10 feet
(moving north-south) and 21 feet (moving east-west)12.

such as predictive maintenance, self-healing responses to
system disturbances, improved capacity, increased ability
for integration of renewable energy sources, reduction in
the need for oil consumption during peak demand, and
much more21.

The next sections focus on how data collection can help
the transition from the traditional centralized generation
scheme to the Smart Grid’s mixed generation scheme
that incorporates distributed energy sources and renew-
able energy sources. In particular, the paper will explore
the Phase Measurement Unit (PMU) sensor and its ap-
plications.

A. Background on Integrating Distributed Generation
Sources

The power grid is becoming less centralized as it in-
tegrates distributed generation sources, such as photo-
voltaics and wind turbines. The integration, however,
increases the physical stress of the system. Renewable
Energies Sources often do not provide the same kind of
stability provided by traditional sources of energy.

The traditional power grid is made up of an intercon-
nected network of generators that work synchronously,
hence the name synchronous generators. The kinetic en-
ergy stored in traditional generators is directly coupled
to the energy consumed in the power grid. As a result,
more massive generators can better support the grid dur-
ing an imbalance between energy production and con-
sumption, as opposed to less massive generators. Since
traditional generators are interconnected and synchro-
nized, the power grid is highly resistant to change due
to the large inertial response of the generators, which is
an important stabilizing feature of traditional grids dur-
ing power imbalances. Once the disturbance occurs, the
inertial response from the synchronous generators will
provide enough time for operators to begin the primary
control action, which takes about 10-30s to initiate22.
Re-balancing the grid can involve stabilizing techniques
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such as load shedding or engaging back up generators,
depending on whether there is a stall or surge in the sys-
tem.

Unfortunately, many distributed energy sources do not
contribute to the inertia of the system, and as they re-
place synchronous generators, they reduce the inertia of
the grid system provided by traditional technology. This
makes the system fickle to disturbances23. For exam-
ple, photovoltaics have no moving parts, and as a result
provide no inertial stability to the grid. Similarly, wind
turbines are variable, so they can’t be directly connected
to the power grid. Finally, Renewable Energy Sources of-
ten need a power converter to be integrated into a 50/60
Hz power grid, which electrically decouples the generator
from the grid. This means that there is no longer a con-
nection between any stabilizing inertia from the source
and the grid23. These kinds of generation units are of-
ten called converter connected generation since they are
connected to the grid via a power converter.

It is clear that the traditional grid’s stability does not
readily support the integration of distributed generation.
Regardless, distributed generation is capable of replacing
the stability provided by the inertia of fossil fuel-based
turbines. The future of the grid is one in which bulk
distributed generators and converter-connected genera-
tors provide sufficient stability to the grid during dis-
turbances. Using real-time data on the state of the
grid, distributed generators could mimic the inertial re-
sponse that the traditional synchronous generators pro-
duce during an electrical disturbance, providing an effec-
tive stabilizing response23. This is particularly impor-
tant for integrating large amounts of renewable energy
sources into the power grid. Phase Measurement Units
(PMUs) are sensors that can measure time-stamped volt-
ages and phase angles of a signal and that can enable
the mentioned solution for integrating renewable energy
sources.22.

B. Supporting Frequency Stability with Frequency Sensors

In order to understand how sensors can be used to in-
tegrate renewable energy sources, it is informative to ex-
amine how the grid derives frequency stability from tra-
ditional generators. The stability of the grid frequency is
directly related to the motion of the rotor in traditional
generators. Fig. 17 shows a simplified schematic of a
power plant. In general, a fuel source is used to heat
up a gas or steam, which is used to drive the rotor of
a turbine. The turbine’s rotor is coupled with a gener-
ator, producing electricity for the grid to distribute to
consumers. The input power from the fuel source is con-
verted to mechanical power, dumping kinetic energy into
the rotor every second, Pin = dEin

dt . On the other hand,
users are consuming energy, taking away kinetic energy
from the rotor every second, Pload = dEload

dt . If the input
power onto the rotor and power consumed are equal to
each other, the amount of energy dumped into the rotor
will be equal to the amount taken away from the rotor,
so the rotor’s kinetic energy will remain constant.

The angular velocity of the rotor is directly propor-

FIG. 17. Simplified schematic of power plant.

FIG. 18. Cross section of simplified generator24.

tional to the frequency in the grid. This can be intuitively
observed in figure 18, which displays the cross section of
a generator next to a timeseries of the voltage generated.
The plus sign at the center of the left diagram represents
the central axis of the rotor. In the shown diagram, the
rotor consists of a dipole magnetic that rotates with the
rotor at some angular velocity. In our simplified diagram,
a coil is located below the symbol t1, and it is connected
to the rest of grid. The magnetic flux passing through
the area of the coil will change as the rotor’s magnetic
dipole rotates. From Faraday’s Law, we expect the the
changing magnetic flux to induce an electromotive force
in the coil by:

vemf ∝ −
dΦB
dt

(15)

where vemf is the induced electromotive force, ΦB is the
magnetic flux through the magnetic coils. In other words,
the frequency of the electromotive force in the coil is
directly coupled with the angular velocity of the rotor.
Therefore, changes in the speed of the rotor will conse-
quently change grid frequency.

It is clear that the motion of the synchronous generator
will reflect the balance between input power from power
plant and power demanded from consumers, which will
consequently affect the frequency of the grid. We can
model synchronous generators using newton’s second law
for rotating objects.

J
dwr
dt

= τinput − τload (16)

where

• J is the moment of inertia of the rotor
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FIG. 19. Image of generic generator. Rotor is very massive
and consequently has a large moment of inertia25.

• wr is the angular velocity of the rotor

• τinput is the mechanical torque on rotor due to in-
put power

• τload is the electromagnetic torque on rotor due to
power demand

Since variations in angular velocity from the rotor’s
nominal value ω0 will be very small, Eq. 16 can be rewrit-
ten as

dwr
dt

=
Pm − Pe
Jωr

≈ Pm − Pe
Jω0

(17)

where Pm is mechanical input power on rotor, and Pe is
electromagnetic demand power on rotor.

From Eq. 17, it is clear that the rate of change of the
rotor’s angular velocity is inversely proportional to its
moment of inertia. In other words, the more massive the
rotor, the harder it is to change its angular velocity. The
rotor’s inertia will therefore help maintain the grid fre-
quency at nominal value even when there are small power
imbalances between input mechanical power and power
demand. This is why utility generators are so large. Fig.
19 shows an example of what utility generators look like.
A person is outlined for size comparison. These large
traditional generators will greatly dampen any frequency
deviations in the power grid.

Solar panels have no chance at providing similar nat-
ural stability— they have no moving parts that can be
used to dampen frequency changes. In addition, the ca-
pacitive reactance of solar panels generally does not pro-
vide a sufficient stabilizing response, so alternative so-
lutions are needed. On the other hand, wind turbines
do have moving parts. However, since the turbine speed
is variable, it will produce corresponding variable volt-
age frequencies. This cannot be connected directly to
the grid, since the grid operates at a standard frequency
value. As a result, wind turbines are connected via a con-
verter, and are therefore electronically decoupled from
the grid. In other words, the grid can’t depend on the
inertia of wind turbines for stability.

So how can sensors be used to integrate renewable en-
ergy sources? Frequency sensors can be used to mea-
sure the frequency of the grid, which encodes informa-
tion about the power imbalance in the grid, as shown in

FIG. 20. Schematic for simplified grid used in simulation.
Nominal voltage of grid is 13.8 kV; wind farm is connected to
grid through a 34kV cable and 34kV/13.8kV transformer26.

Eq. 17. With appropriate control functions, real-time
measurements of grid frequency can be used to deter-
mine how much power should be injected or withdrawn
from the grid for stabilization. It should also be noted
that renewable energy systems need external methods
for quickly reducing or increasing energy output, such as
battery storage.

There are several methods for calculating the appro-
priate power to inject or withdraw from the grid. One
method is by modeling renewable energy sources as if
they were a traditional generators with a “virtual rotor.”
We would then be able to apply previously derived equa-
tions, such as 17, and see that the output power of the
renewable energy source will be proportional to the vir-
tual moment of inertia, Jv and the rate of change of grid

frequency
dfg
dt .

Pout ∝ Jv
dfg
dt

(18)

where Pout is the output voltage from a generator that
supports grid stability.

This method has been shown and observed to work as
desired. In one case study, wind turbines were able to
effectively stabilize the grid during disturbances with a
control function. In the simulation, a simplified grid is
used as shown in Fig. 20. A 15MW wind farm is located
to the left of the diagram. The two attached loads are
10MW and 90MW, so the initial load on the system is
100MW total. Suddenly, an additional 10MW load is
added to the grid. As shown in Fig. 21, the frequency
drops to about 49.7 Hz when the wind farm provides no
stability for the grid, and the frequency drop is less when
there is a control function in place.

In the United States, power plants have automatic
response actions when the frequency varies more than
.02 Hz. Deviations past .5 Hz require more intense re-
sponse measures, such as “underfrequency load shed-
ding,” which is when power plants disconnect loads (i.e.
neighborhoods, blocks, houses) from the grid27. As
shown in Fig. 22, power plants generally begin load shed-
ding around 1 Hz, at which point black outs can be an-
ticipated.

C. Phase Measurement Unit output

The results above are contingent on being able to mea-
sure the frequency of the grid in real-time. The Phase
Measurement Unit (PMU) is a sensor that is being re-
searched and implemented, partially motivated by the
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FIG. 21. The simulated grid frequency over time. Black line
is trial when wind farm provides no inertial stability. Orange
line is trial when wind farm provides virtual inertial stability
with a control function26. The wind farm uses droop control
for the simulation.

FIG. 22. Depicts power plant response actions for frequency
deviations away from nominal(60 Hz). Underfrequency load
shedding occurs at approximately 59 Hz.

North American SynchroPhasor Initative. The initiative
has led to the installment of phase measurement units
across the U.S., providing valuable data with many more
applications than are explored in this paper. The next
few paragraphs explore the basics of what a PMU is.

The PMU can measure time-stamped voltages and cur-
rents in a power system, and determine the correspond-
ing phasor quantities. The device provides information
on the magnitude of the phasor, as well as its phase angle,
represented in Fig. 23. Recall that phasors are vectors
in the complex plane, and in our case, the phasor con-
tains information about phase and magnitude of voltage
or current.

Mathematically phasors can be described as

V = Vp[cos(φ) + i sin(φ)] = (Vp)e
iφ (19)

where:

FIG. 23. Phasor diagram. The phase is the angle between a
sample and the peak of the input signal, which corresponds
to when the phasor is parallel to the real axis13.

• Vp = peak amplitude of signal

• φ = phase angle in radians

A single phase measurement unit can calculate voltage
and current phasors at a particular location in the grid at
a particular instant of time. When PMUs are organized
in a network and synchronized using GPS, they provide
synchronized phase measurements about the Grid’s state,
and are consequently called synchrophasors. Sample syn-
chrophasor data is shown in Fig. 24. The figure provides
synchrophasors for the grid in Colorado during normal
operating conditions. The normal operating conditions
are when the voltage and frequency are operating at the
nominal values. In the United States, the nominal oper-
ational frequency is 60 Hz.

As Fig. 24 shows, the frequency in the grid varies
within a window of ± .02 Hz. This variation during
optimal operation is significantly less than critical val-
ues where mass generator tripping might be anticipated,
such as when the frequency varies beyond ± .5Hz from
nominal value29. The low variation during optimal hours
reflects the reliability of the Colorado grid. However, as
synchronous generators, along with their stabilizing in-
ertial response, are replaced with converter-connected or
solid state generators like photovoltaics, the system grid
has a reduced inertial response. More specifically, reduc-
ing the inertial response of the grid system increases the
grid’s rate of change of frequency during a disturbance,
which means that the grid destabilizes at quicker rates
in lower inertia states. Without the use of virtual iner-
tia, grid frequency can rapidly reach critical deviations
during low inertia states.
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FIG. 24. Plot (a) shows the trace of frequency recorded by
the Ault, Colorado PMU during a 1 min window. Plots (b)
and (c) show the voltage magnitude and phase angle of the
AultCraig, Colorado 345-kV line measured at Ault during
the same 1-min window. Plot d shows the phase angle differ-
ence between the voltage phasors at Ault and Shiprock, New
Mexico28.

IV. SENSOR APPLICATIONS FOR EARLY DETECTION
OF NATURAL DISASTERS

Sensors can play an important role in early detection
and monitoring of natural disasters (e.g. earthquakes,
tornadoes, tsunamis, etc.) that threaten inhabited areas.
The Indian Tsunami Early Warning System is an exam-
ple of how a network of sensors (pressure sensors, satel-
lites, accelerometers) can be used to determine where
a tsunami will strike30. Other sensor systems, such as
Grillo are used to evaluate structural stability of build-
ings after earthquakes, potentially saving people from
buildings that are hazardous but appear safe. In the
United States, sensor integration for the purpose of wild-
fire detection could save lives and prevent costs.

A. Background: Detecting Wildfires with Sensors

There are several different methods of detecting wild-
fires. There are airborne, spaceborne, or terrestrial sens-
ing systems. Traditional systems use satellite monitoring
to keep track of wildfires. However, spaceborne detec-
tion methods suffer from several disadvantages, such as
high uncertainty (1km), infrequent monitoring, interfer-
ence from clouds31. There is a growing body of liter-
ature on airborne sensing techniques involving drones,

since they could be an effective method for detecting
early signs of fire and facilitating post-fire analysis. How-
ever, they currently have several disadvantages, such as
high cost, required specialized personnel, and more. Fi-
nally, there is a substantial body of literature on ground-
based sensing techniques since they can often be cost
effective and accurate. Some common terrestrial sensing
technologies for wildfire detection include: visible spec-
tra cameras, infrared cameras, LiDar, and widespread
wireless sensor networks. It should be noted that sen-
sor networks often measure data such as temperature,
humidity, C02 levels, etc. Visible spectra cameras have
proven to be powerful sensors for detecting wildfires, as
exhibited by commercial sensor nodes such as FireWatch,
which uses gray scale images to accurately detect early
warning signs. One of the most physically interesting sen-
sor technologies with the potential to detect wildfires is
the radio-acoustic sounding system (RASS). This sensor
system has been historically recognized for its ability to
accurately produce three dimensional temperature pro-
files of a region. Near real-time temperature profiles of
a region could prove to be extremely useful for detecting
early wildfires. The system has been shown to be suit-
able for detecting crown and surface fires, but not ground
fires32, especially since they provide higher spatial reso-
lution for temperature profiles than standard meteoro-
logical techniques. The next section explores how RASS
creates temperature and wind profiles.

B. Radio Acoustic Sounding System

In general, RASS determines temperature profiles of
a region using two measured quantities: wind velocities
and the speed of sound as a function of space. RASS
measures wind velocities using standard wind profiling
techniques. RASS measures the speed of sound using a
doppler radar and an acoustic source. In order to un-
derstand how RASS measures the speed of sound, it is
useful to understand how doppler radars work.

Consider a police radar gun. As shown in Fig. 25,
the electromagnetic waves emitted by the radar gun will
have a wavelength λ. Since the car is moving towards
the police car, the reflected waves will be doppler shifted.
The doppler shift will be be a function of velocity of the
incident object, and can be expressed as:

∆f

f0
=
vtarget
c

(20)

where ∆f is the change in frequency, vtarget is the veloc-
ity of the moving object, and f0 is the initial frequency
of the electromagnetic wave.

If the frequency of the reflected wave is measured, then
in principle the velocity of the incident object can be
determined. Eq. 20 assumes that the moving object’s
velocity is perpendicular to the wave front of the elec-
tromagnetic (EM) wave. The calculation becomes more
nuanced when objects are moving at different angles from
the wave front, but the principle for determining velocity
remains the same.

Similar to how EM waves can reflect from solid ob-
jects, EM waves can also reflect from density variations
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FIG. 25. Doppler shift of a police radar gun33

FIG. 26. RASS set up for measuring speed of sound. Sys-
tem measures reflected signal of a continuous electromagnetic
wave incident on a pulsed acoustic wave.

in the air. RASS uses this principle to measure the speed
of sound. As shown in Fig. 26, RASS measures the
reflected signal of a continuous emitted electromagnetic
wave incident on a pulsed acoustic wave, which produces
measurable undulations in the density of the air. The
acoustic wave effectively acts as a “moving vehicle,” as
if it were moving up to the sky whose velocity can be
measured by the radar system.

The density undulations in the air will make the elec-
tromagnetic wave backscatter different amounts. This
means that we can determine whether the electromag-
netic (EM) wave reflected off the acoustic wave’s peak
or trough based on the magnitude of the backscattered
signal. The backscattered signal will be obtained as data
points in a time series. Each data point will have a corre-
sponding measurement for doppler shift of the backscat-
tered EM wave, which can be used to determine the speed
of the acoustic wave using Eq. 20. As a result, the speed
of the wave as a function of time can be determined. If
we assume that the speed of light is constant in the rel-
evant portions of the atmosphere, we can then use basic
kinematics to determine the wave speed as a function of
space. It should be noted that the undulations in air den-
sity are sufficiently small that the speed of light remains
approximately constant at the desired level of sensitivity.

In summary: to measure the speed of sound, the acous-
tic source will emit pulsed sound waves. As the acoustic
source does this the doppler radar will continuously emit
electromagnetic waves to measure the speed of the emit-
ted acoustic wave. To obtain velocity resolution for mul-
tiple dimensions, the device needs to repeat the process
described above at different orientations simultaneously.

Once the speed of sound is measured as a function of
distance, we need to somehow relate it to temperature to
obtain the desired profile. Sound is a longitudinal wave,
and the speed of a longitudinal wave behaves as:

CL =

√
B

ρ
(21)

where CL is the speed of a longitudinal wave, B is the
bulk modulus and ρ is the density of the medium. The
bulk modulus is a value used to describe a medium’s
elasticity— it is analogous to the spring constant of a
spring.

As one would expect, the speed of sound depends on
the properties of the medium according to Eq. 21. How-
ever, we are interested in the speed of sound as a function
of the medium’s temperature as opposed to density.

If we model air as an ideal gas, we can use the ideal
gas law to relate density to temperature:

PV = nRT (22)

where

• P = pressure

• V = volume

• n = number of moles

• R = ideal gas constant

• T = absolute temperature of gas

To model air as an ideal gas, we make some major
assumptions: 1) all molecular interactions in air are due
to collisions as opposed to attractive or repulsive forces;
2) all collisions are perfectly elastic so kinetic energy of
the wave is preserved. For an ideal gas, the bulk modulus
is:

B = γP (23)

where γ is the heat capacity ratio.
We can combine Eqs. 21, 23, and 22 and find:

cs =

√
γR

M

√
T = k

√
T (24)

where cs is speed of sound, M is molar mass, and k =√
γR
M , where k will change depending on humidity.

Some RASS can measure the humidity of the atmo-
sphere as a function of space. However, in practice, mea-
suring humidity can be difficult. As a result, some RASS
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FIG. 27. Diagram exhibiting definition of virtual tempera-
ture. The circles represent air particles.

approximates the atmosphere as dry. Consequently, the
calculated value for temperature is no longer absolute
temperature, but the temperature of a dry atmosphere,
dubbed the virtual temperature Tv.

Virtual temperature is the temperature at which dry
air is the same density as moist air, under constant pres-
sure. Fig. 27 visually exhibits the definition. Since
dry air is more dense than moist air, dry air will re-
quire higher temperatures to reach the reduced density
of moist air. This is because under constant pressure, in-
creases in temperature will naturally cause air particles
to spread apart, because of the increase in kinetic en-
ergy. This is reflected in the relationship between virtual
acoustic temperature and regular temperature, Tv and T
respectively34:

Tv = T (1 + .51q) (25)

where q is the moisture content by mass. Virtual tem-
perature will always be greater than regular temperature
depending on moisture content.

Since early wildfires will affect virtual temperature pro-
files comparably to absolute temperature, virtual tem-
perature is sufficient for the purpose of detecting wild-
fires. We ultimately obtain:

cs = k
√
Tv (26)

Equation 26 draws a relationship between speed of
sound and temperature when there is no wind flow. Since
the lowest part of the atmosphere, also called the atmo-
spheric boundary layer, experiences a lot of turbulence
partially due to the unstratified distribution of temper-
ature, moisture, etc, the sensor system will measure the
sound wave’s effective velocity, ceff , which will be the
vector sum of wind velocity ~vw and the emitted wave
velocity during no wind:

~ceff = cs~n+ ~vw (27)

where ~n is the unit vector normal to the front of the
acoustic wave, and ceff is the measured effective velocity.

FIG. 28. Top graph shows temperature profile in which color
represents temperature in celsius. Bottom graph shows hori-
zontal wind vector field superimposed ontop of a color graph
in which color represents level of electromagnetic backscatter-
ing. Y axis: meters above the planetary surface. The X axis:
time in UTC. Data is chunked into one hour chunks34.

Since the effective velocity, of the acoustic wave can
be determined with radar, all that is needed to deter-
mine the virtual temperature is the vector field of wind
velocity, as shown in equation 27. Once again, the RASS
system uses radar to create a wind velocity profile. The
emitted electromagnetic waves will collide with moving
wind, producing a backscattered signal that is Doppler
shifted. The amount shifted can be used to determine
the wind velocity.

The RASS system can therefore create virtual tem-
perature and wind profiles for a region. Sample data is
presented in Fig. 28. The top figure uses color to show
temperature at different vertical heights. The bottom
graph depicts horizontal wind speeds at different vertical
heights. In addition, it uses color to show backscatter lev-
els at different heights, which result from miscellaneous
variations in atmospheric density. The x axis for both
graphs is time in UTC, binned into one hour bins.

C. Detecting Wild Fires

RASS data is useful because it 1) provides accurate
temperature profiles that can be used to detect early fires
2) provides wind vector fields that can be used for pre-
dicting the fire path, allowing early deployment of fire
control techniques. Accurate information on early fire
detection and predictions of fire propagation can greatly
mitigate the consequences of wildifres.

In practice, pattern recognition algorithms can be used
for sophisticated detection systems. For first order ap-
proximations, sudden or characteristic changes in the
temperature profiles of a region can be used to detect
early wildfires. Automatic alerts could be set up when
characteristic changes occur. Although RASS can pro-
vide meaningful data for wildfire detection, it should be
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noted that the technology for this particularly purpose
has not been widely studied within literature. In addi-
tion, it is one of the more costly detection systems, on
par with LiDar, IR, and other camera sensors, since it re-
quires look out towers and emergent technology32. It also
produces a potentially loud noise which could impact the
surrounding wildlife in unexpected ways. Powerful al-
ternatives that are indeed further researched and more
cost effective include wireless sensor networks and gray
scale cameras. The most appropriate detection methods
will depend on the structure of the forest and additional
relevant parameters.

V. CONCLUSION

Synergy between data collection, algorithms, and com-
munication can help cities combat pressing global issues,
including devastating natural disasters, changing energy
production portfolio, and transportation inefficiency.

1) In particular, the U.S. department of transporta-
tion has made clear that parking and inefficient traffic
lights are significant contributors to traffic congestion
and therefore transportation emissions. Wireless sen-
sor networks using magnetic field sensors can provide
the necessary data for vehicle detection, enabling sev-
eral meaningful solutions that could target significant
portions of greenhouse gas emissions in transportation.
In particular, vehicle detection enables smart parking
and optimized traffic lights. The Lorentz Force Mag-
netic Field Sensor is one kind of magnetic field sensor
that could be used in a wireless sensor network. The
Lorentz Force Sensor makes use of several physical and
engineering principles: a) ferromagnetic components of
vehicles will be magnetized due to Earth’s magnetic field;
b) silicon’s conductivity will change considerably when
strained; c) the circuit is built such that nearby mag-
netic fields can induce a Lorentz Force that bends in-
ternal structures of the device, which can be quantified
using the piezoresistive properties of silicon. The device’s
piezoresistors are connected to the rest of the circuit such
that they will considerably affect the output voltage when
strained, and as a result the sensor is able to measure the
presence and motion of nearby vehicles. The sensor re-
veals many interesting topics, including ferromagnetism,
electronics, band theory, and more.

2) The US Department of Energy has identified elec-
tricity production as the second largest contributor to
GHG emissions, and has identified the need to inte-
grate renewable energies. Unfortunately, renewable en-
ergy sources do not provide the same stability that tra-
ditional generators provide. However, sensor data, such
as real time grid frequency measurements, allow renew-
able energy systems to inject or withdraw power from the
grid as necessary in order to maintain frequency stability.
Phase data can be obtained using wireless sensor net-
works, particularly using the Phase Measurement Unit.
The process of using data to integrate renewable energy
sources requires analysis involving energy flow in power
systems, classical mechanics, advanced scenario model-
ing, and more.

3) The United States is haunted by devastating and
worsening natural disasters. Wireless sensor networks
can be used to help prevent natural disasters, particularly
wildfires. Sensors, such as cameras, temperature sensors
and RASS, can be used in a wireless sensor network for
such an application. In particular, RASS provides two
important pieces of data that can enable detection: wind
and temperature profiles. In combination with pattern
recognition algorithms and automated alerting schemes,
crown and surface fires can be localised using temper-
ature profiles, and their paths can be predicted using
wind flow profiles. The sensor system makes use of sev-
eral physical and engineering topics, including longitudi-
nal wave behavior in gas mediums, state analysis of ideal
gases, and radar technology. Although RASS is promis-
ing in theory and physically interesting, it may not be
practical since it can be costly, require specialized per-
sonnel, and be audibly unpleasant.

Cybersecurity and privacy were out of the scope of this
paper, but are very important considerations regarding
sensor-based solutions. This domain of solutions requires
thorough examination of privacy and cybersecurity, and
are a critical component of a safe connected society. It
should be noted that the importance of security is for-
tunately a prevalent theme within literature on sensor-
based solutions.

Gathering meaningful data— whether through
wireless sensor networks, crowdsensing, or vehicle
communication— is an important and arguably critical
step for cities and global society. Data-based solutions
can enable many city improvements, such as 1) data-
informed urban planning, 2) vehicular and pedestrian
safety 3) improved transportation system 4) efficient
public utilities, 5) improved natural disaster prevention,
6) reduced carbon footprint, and 7) increased operational
efficiency. Ultimately this domain of solutions provides a
viable pathway for creating a future in which people can
breath city air without a moment doubt, where urban
planners can design roads not just for reducing rush
hour traffic, but for everyone— cyclists, children, elderly
and drivers— and in which younger generations have
the chance to build a society for an even more distant
future.
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7Ž. Bačić, T. Jogun and I. Majić, Integrated Sensor Systems for
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